Skudonet Issue.

As you can see, I added the lines you told me, and I have realized that the info is updating automatically 
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Right now, the node 1 is the master:
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When we made Failover to node 2 it kept doing the same thing.
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And here’s one of the commands you sent me:
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Since I didn’t create any farm, I don’t think it was necessary to run the other commands.
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ast login: Mon Mar 10 15:01:10 2025 from 10.5.3.21
master] root@LBTEST200:~# ifconfig
tho: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500
inet 10.7.3.148 netmask 255.255.255.0 broadcast 10.7.3.255
inets feso::20c:20F:feds:3b7c prefixlen 64 scopeid @x20<link>
cther @0:0c 7c txqueuelen 1000 (Ethernet)
RX packets 13442 bytes 1088721 (985.0 KiB)
RX errors @ dropped @ overruns @ frame @
TX packets 787 bytes 101588 (99.2 KiB)
TX errors @ dropped @ overruns @ carrier @ collisions @

tho:cluster: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500
inet 10.7.3.149 netmask 255.255.255.0 broadcast 10.7.3.255
cther @0:0c 7c txqueuelen 1000 (Ethernet)

tho:test2: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500
inet 10.7.3.150 netmask 255.255.255.0 broadcast 10.7.3.255
cther 00:0c:29:48:3b:7c txqueuelen 1000 (Ethernet)

tho:test3: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500
inet 10.7.3.151 netmask 255.255.255.0 broadcast 10.7.3.255
cther @0:0c 7c txqueuelen 1000 (Ethernet)

tho:testd: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500
inet 10.7.3.152 netmask 255.255.255.0 broadcast 10.7.3.255
cther 00:0c: :7c txqueuelen 1000 (Ethernet)

tho:tests: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500
inet 10.7.3.153 netmask 255.255.255.0 broadcast 10.7.3.255
cther @0:0c 7c txqueuelen 1000 (Ethernet)

tho:tests: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500
inet 10.7.3.154 netmask 255.255.255.0 broadcast 10.7.3.255
cther 00:0c: :7c txqueuelen 1000 (Ethernet)

tho:test7: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500
inet 10.7.3.155 netmask 255.255.255.0 broadcast 10.7.3.255
7c txqueuelen 1000 (Ethernet)

3<UP, LOOPBACK, RUNNING> _mtu 65536
inet 127.0.0.1 netmask 255.0.0.0

inets ::1 prefixlen 128 scopeid @xl0chost>

loop txqueuelen 1068 (Local Loopback)

RX packets @ bytes @ (0.0 B)

RX errors @ dropped @ overruns @ frame @

TX packets @ bytes © (0.0 B)

TX errors @ dropped @ overruns @ carrier @ collisions @

e |
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oot@LBTEST100: /usr/ local/skudonet/config# cat zlb-start rootLETEST200: /usr/ Local/skudonet/config# cat zlb-start

make your own script in your favorite langusge, it will be called make your oun script in your favorite langusge, it will be calle
#at the end of the procedure /etc/init.d/skudonet start #at the end of the procedure /etc/init.d/skudonet start

rand replicated to the other node if zen cluster is running. #and replicated to the other node if zen cluster is running,

/usr/bin/arping -A -c 2 -I etho 10.7.3.149 Juse/bin/arping -A ~c 2 -I ethd 10.7.3.149
/usr/bin/arping -A -c 2 -I etho 10.7.3.150 Jusr/bin/arping -A -c 2 -I ethe 10.7.3.150
/usr/bin/arping -A -c 2 -I etho 10.7.3.151 Jusr/bin/arping -A -c 2 -I ethe 10.7.3.151
/usr/bin/arping -A -c 2 -I etho 10.7.3.152 Jusr/bin/arping -A -c 2 -I ethe 10.7.3.152
/usr/bin/arping -A -c 2 -I €t00 10.7.3.153 Jusr/bin/arping -A -c 2 -I ete 10.7.3.153
/usr/bin/arping -A -c 2 -I etho 10.7.3.154 Juse/bin/arping -A -c 2 I etho 10.7.3.154
/usr/bin/arping -A -c 2 -I etho 10.7.3.155 Jusr/bin/arping -A -c 2 -I ethe 10.7.3.155
master] rootgLBTEST100: /usr/local/skudonet/ config# [] [backup] root@LBTEST200: /usr/local/skudonet/config# |
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